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Abstract—Financial fraud remains a pervasive challenge in 

the global financial market, causing substantial economic losses 

and undermining trust in financial institutions. In addition to 

outlining several fraud categories, such as credit card fraud, 

financial statement fraud, insurance fraud, mortgage fraud, and 

money laundering, this paper offers a thorough review of 

financial fraud with an emphasis on credit and transaction risk.  

It examines the fundamental ideas of credit and transaction 

risks, such as counterparty, concentration, nation, default, and 

settlement risks, and highlights how important machine learning 

methods are to improving risk assessment and fraud detection. 

The study looks at state-of-the-art methods for effectively 

identifying and reducing fraudulent behavior, including deep 

learning architectures, neural networks, decision trees, support 

vector machines, and supervised and unsupervised learning. 

Furthermore, it discusses integrated fraud detection frameworks 

that leverage multimodal data fusion, unified risk assessment, 

and real-time adaptive scoring to improve detection accuracy 

and operational efficiency. The study concludes by identifying 

emerging trends and future research directions to strengthen 

financial fraud prevention and risk management in an 

increasingly digital financial ecosystem. 

Keywords— Machine Learning, Transaction Risk Scoring, 

Financial Frauds, Credit Score, Mitigation Strategies. 

INTRODUCTION 

Organizations, the financial industry and individuals 
worldwide continue to face the main challenge of financial 
fraud in the global financial market. Annually, fraud cost the 
United States economy billions of dollars in losses [1][2]. This 
lowers the trust people have in financial companies, pushes 
markets into disorder and reduces consumer confidence. Credit 
card fraud is one kind of financial fraud, but there are others as 
well [3], tax evasion, financial statement manipulation, and 
money laundering.  Numerous analysts concur that fraud falls 
into one of two categories: banking, insurance and corporate 
types and each has its specific problems and outcomes [4]. As 
services move online, it is becoming easier for unethical 
individuals to use new ways to commit digital fraud. 

One of the most prevalent and harmful issues associated 
with cybercrime nowadays is credit card theft [5][6]. The use 
of internet payment applications is growing, making 
contactless purchases and mobile banking have given rise to 
new ways for fraudsters to act [7][8]. Conventional fraud 
detection methods and models for credit card use usually do 
not keep up with new ways fraudsters are working. Because 
these systems mostly focus on well-known fraud, they cannot 
catch fresh or discreet fraud cases in real time which may cause 
harm to consumers and the financial system. The fact that real 
transactions far outnumber fraudulent transactions in most 
datasets makes it hard for common detection methods to 

identify fraud. As a result, systems must be able to understand 
and adapt to huge and complicated sets of transactional data. 

Financial organisations are thus utilizing ML more often to 
enhance their defenses against fraud and to determine how 
risky specific actions are. Transaction data from many sources 
is efficiently processed by ML models to spot anomalies, 
assess the risks and predict possible fraud [9][10]. In learning 
about the complex patterns and connections in transaction data, 
DL, ensemble learning, anomaly detection, and supervised and 
unsupervised learning have all shown great promise [11][12]. 
These models make it possible to detect fraud now and help 
create predictive scoring systems, useful for noticing if new 
fraud is likely, so companies can take preventive measures. 
Such designs are able to update themselves to stay ahead of 
new fraud trends, giving them more scalability and stability 
than older systems. 

Structure of the Paper 

The structure of this paper is as follows: Section II outlines 
the foundations of credit and transaction risk in financial fraud. 
Section III reviews risk scoring techniques used for fraud 
detection. Section IV discusses mitigation strategies and 
integrated fraud detection frameworks. Section V presents a 
literature review of recent ML approaches. Section VI brings 
the work to a close and makes recommendations for further 
research. 

 FOUNDATIONS OF CREDIT AND TRANSACTION RISK IN 

FINANCIAL FRAUD 

Almost 20 years after the Enron scandal, financial fraud is 
still a problem, even with laws like the Sarbanes-Oxley Act 
and the creation of the PCAOB to improve auditing. Well-
known investors, like the “Oracle of Omaha,” have also been 
affected by fraud. To fight this, experts suggest using financial 
insurance and new tools like blockchain to make transactions 
more secure. Still, detecting financial statement fraud is 
difficult. The SEC says 50% of fraud cases involve false 
revenue reporting, 35% involve hiding debts or costs, and the 
rest come from missing information in footnotes. The attention 
on financial fraud has significantly increased over the past ten 
years due to the potential effects of undetected abnormalities 
on the industry and day-to-day living. These crimes can take 
many various forms, and they can destabilize economies, 
increase living expenses, and reduce consumer trust [13][14]. 
Financial fraud is defined by the ACFE as "any intentional or 
deliberate act to deprive another of property or money by guile, 
deception, or other unfair means," although there isn't a single, 
generally accepted definition available. 
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Types of Financial Frauds  

There are several kinds of financial fraud. Regarding the 
harm these crimes provide to the economy, however, a few 
prominent names include money laundering, insurance fraud, 
credit card fraud, and financial statement fraud.  In Fig. 1, a 
categorization is shown.  The following is a quick description 
of them. 

 

Fig. 1. Type of Financial Frauds 

• Credit Card Fraud: The term "bank fraud" usually 
refers to credit card fraud. Credit card fraud is generally 
defined as the unauthorized use and access of a person's 
credit card without that person's consent or knowledge. 
Credit card fraud falls into two groups. The first one has 
a bunch of scammers carrying out the scam.  We call 
this kind of credit card theft "counterfeit fraud." Ten to 
hundreds of a bank's cardholders may be impacted by 
this conduct, which has enormous consequences. 

• Financial Statement Fraud: A company's financial 
statements are collections of information on its cash 
flows and overall financial health, costs, loans, 
earnings, and other financial information [15]. 
accompanied by some remarks and suggestions on the 
company and anticipated future business challenges 
from the management. 

• Insurance Fraud: Insurance fraud is any action taken 
with the false aim to obtain a fraudulent payout from an 
insurance provider. This kind of fraud can occur at any 
point in the insurance process (such as during 
application, rating, eligibility, billing, claims, etc.), and 
it can be perpetrated by brokers, consumer agents, 
insurance company staff, and others.  

• Mortgage Fraud: The goal of mortgage fraud is to 
significantly falsify or omit information on a mortgage 
loan application in order to get a loan or gain financial 
benefit that would not have been possible had the 
borrower known the truth. 

• Money Laundering: A type of financial fraud known 
as "money laundering" occurs when a scammer 
attempts to pass off illicit or filthy funds as clean or 
legal funds [15]. 

Credit and Transaction Risk: Concepts and Types 

As this risk can determine the success or failure of financial 
institutions, it is vital in lending, investing and financial 
dealings. It often comes from places such as consumers, 
businesses or whole governments. To do credit risk 
management well, must judge how likely it is for someone to 
be unable to pay back and estimate the amount that would be 
lost if that happens. Conventional assessments of credit risks 
depend on information such as management, public image and 
financial and statistical data [16]. Nowadays, experts use ML, 
neural networks and similar methods to make credit risk 

prediction both more accurate and efficient. They examine 
different data to look for warning signs of upcoming defaults. 
Thanks to strong credit risk knowledge, financial institutions 
are better placed to approve loans with confidence, set suitable 
loan rates, use funds wisely and remain in line with regulations. 

• Default Risk: It represents the fundamental kind of 
credit risk. It happens when a borrower fails to make 
principle or interest payments on time. Banks and 
investors in bonds, as well as any lenders, feel the 
effects of default risk. How much this type of risk 
matters is based on the credit score and rating of the 
borrower. 

• Counterparty Risk: A situation in derivative markets, 
trading or securities financing, counterparty risk occurs 
if the other party to a transaction (such as a swap, 
futures or repurchase agreement) does not carry out 
their part of the agreement. In contrast to traditional 
lending, this risk affects OTC transactions more 
commonly because there is no central clearinghouse 
involved. 

• Concentration Risk: The problem results from being 
overly exposed to just one borrower, one sector or one 
location. A failure by one particular entity or group may 
increase losses, as there is not enough variety in the 
portfolio. They achieve this by confirming their 
maximum exposures and ensure their portfolios are not 
too reliant on one type of investment. 

• Country or Sovereign Risk: It describes the 
possibility that either the government or some sectors 
inside a country may default because of instability, 
economic decline, problems with currency or new 
government policies. A country’s default among 
sovereign debt obligations can influence international 
banks, investors and exporters linked to the struggling 
country. 

• Settlement Risk: If one side pays but the other does 
not exchange what is agreed upon, it is called settlement 
risk. It becomes very important in foreign exchange and 
securities trading since settlements might happen at 
various times or in different places. 

Credit and Transaction Risk 

This emphasizes the risk of credit and transactions as well 
as the fundamental concepts discussed: 

1) Credit Risk Fundamentals 
Credit risk occurs when a lender or institution faces the 

chance of losing money because a borrower does not pay back 
the loan or meet the terms they agreed to. Credit risk happens 
in lending, bond markets, with credit cards and when dealing 
with derivatives and it is normally evaluated based on the 
likelihood of defaults [17]. To assess credit risk, one should 
analyze both factors related to the borrower and to the 
economy as a whole. The process of assessing credit may 
include methods that are qualitative or models that use logistic 
regression, neural networking or other such group techniques 
[18][19]. Estimating and grouping default risk for individuals 
and companies is made possible through credit scoring and 
credit rating systems. Strong credit risk management, using 
different methods, limits and advanced models, secures 
financial stability and meets rules set by regulators. 

2) Transaction Risk Categories 
Transaction risk is caused by issues or weaknesses in the 

ways financial transactions are carried out. It means there is a 



chance of losing money from errors, fraud, problems with the 
financial system or delays during handling transactions [20]. 
Dealing with financial fraud, it’s important to focus on 
transaction risk due to the chance of suspicious movements 
within the transfer and payment systems. Among the main 
types of transaction risk are: 

• Operational Risk: Often comes from poorly designed 
or broken internal processes, staff or systems. 
Examples range from technical problems, to mistakes 
by people or errors in carrying out transactions. 

• Fraud Risk: It means users have their identity or 
money taken without consent in various forms. This 
issue is very important in the world of online and card 
payments. 

• Settlement Risk: The situation arises when one party 
in a transaction provides what they agreed to but the 
other doesn’t follow through [21]. A usual practice in 
both foreign exchange and securities trading. 

• Systemic Risk: Offers coverage for larger problems in 
the financial system that could interrupt processing 
transactions [22], often because of worry in the market, 
cyber-attacks or financial pandemics [23][24]. 

• Compliance and Regulatory Risk: Failing to match 
AML or KYC requirements when transacting may lead 
to the trades being held up or partially reversed which 
can result in lawsuits. 

RISK SCORING TECHNIQUES FOR CREDIT AND TRANSACTION 

Considering its strategic, financial, and regulatory 
significance, credit risk assessment is crucial for banks and 
other financial organisations. Central banks and auditors are 
among the regulatory agencies that regularly monitor 
adherence to Basel and IFRS standards [21][25]. Accurate 
scoring ensures profitability, overestimating risk can lead to 
overpriced loans and lost customers; while underestimating it 
may cause financial losses. Additionally, credit risk scores can 
support decision-making in client services, such as 
recommendation systems and marketing strategies. 

Machine Learning Approaches in Credit Scoring 

The capacity of ML to analyses vast and intricate data sets 
to provide more accurate predictions has enhanced credit risk 
scoring. SVM and ANN were initially more successful than 
LR because they were able to comprehend the intricate, curved 
patterns included in credit data. The predictions of these 
models were dependable, yet their unclear processes caused 
problems for regulation. 

Recently, using RF and GBM has become more common 
as people appreciate that they combine different classifiers for 
a better outcome [26]. Widespread adoption of XGBoost 
comes from its strength, the capability to manage a lot of data 
and its sturdiness in data handling. Because of its ease of use, 
lenders now turn to credit scoring to quickly flag borrowers 
who might default. 

The main difficulty with ML is its lack of interpretability. 
It is easy for regulators to accept transparent models like 
logistic regression, but to consider complex models like GBMs 
and DL [27], AI must be explainable. Systems such as SHAP 
have been created to boost the clarity of models, enabling 
institutions to see the impact of each component on credit 
decisions. Such approaches ensure that regulation is followed 
while using advanced ML for credit scoring. 

Transaction Risk Scoring Techniques 

Transaction Risk Scoring is a technique for assessing the 
risk involved in a certain transaction [28]. It determines a risk 
score by analyzing several data points and patterns, which 
indicates the likelihood that the transaction is fraudulent. The 
score influences businesses to accept, review or reject a 
transaction. There are a few steps to transaction risk scoring: 

• Data Collection: The ability to collect information 
from multiple sources like transaction details, user 
behaviour, device information and so forth. 

• Analysis: Algorithms and ML models are used to 
analyze the collected data using algorithms and ML 
models. 

• Scoring: Dynamically assigning a risk score based on 
the analysis of the transaction that shows the probability 
of being fraudulent. 

• Decision Making: The risk score helps to make 
decisions on the transaction. 

3) The Importance of Transaction Risk Scoring in Payment 

Processing 

a) Fraud Prevention 

The primary reason for transaction risk scoring is to stop 
fraud. With the ability to identify high-risk transactions, 
businesses can take proactive measures to prevent fraudulent 
activities, thus protecting revenue and reputation. 

b) Enhancing Customer Experience 

Preventing fraud is important, but so is providing a smooth, 
no-hassle customer experience for valid customers. 
Transaction risk scoring achieves a balance between accepting 
transactions and rejecting them by accurately determining 
which transactions are genuine and which are fraudulent and 
in doing so, it reduces false positives, increasing customer 
satisfaction. 

c) Cost Efficiency 

Transaction risk scoring can realize very significant cost 
savings. The reduction of fraudulent transactions can lead 
businesses to save money on chargeback fees, penalties and 
other costs. Besides, automated risk scoring systems decrease 
the need for manual review; due to this, operational costs 
decreased. 

 MITIGATION STRATEGIES AND INTEGRATED FRAUD 

DETECTION FRAMEWORKS 

This section focusses on system integration and grading for 
actionable fraud reduction. 

Artificial Intelligence Techniques in Fraud Detection 

4) Supervised and Unsupervised Learning Methods 
The use of ML techniques, which are divided into 

supervised and unsupervised learning, has significantly 
contributed to the current revolution in fraud detection brought 
about by AI. One of the most popular methods is supervised 
learning, which involves using a labelled dataset to train a 
model. Each occurrence of the dataset has an associated result, 
often whether or not a transaction is fraudulent [29][30]. The 
model may then learn to accurately predict the class of fresh, 
unknown data by learning these correlations between input 
properties and their labels.  Fraud detection makes extensive 
use of supervised learning models, such as logistic regression, 
random forests, and SVM [31], as they are easy to interpret and 
effective with structured data. 



In the other case, unsupervised learning techniques are 
applied when the labeled data is rare or unavailable. In 
unsupervised fraud detection, the model becomes a pattern, 
anomaly or outlier detection model without any previous 
information about what fraud is particular, this method works 
well for identifying new fraud strategies that deviate from 
established trends [32]. Commonly used algorithms for 
clustering include K-means and DBSCAN, and anomaly 
detection techniques include forest to uncover Behavior that is 
considered anomalous based on some deviation from the 
normal trend. These techniques look at departures from normal 
transaction patterns to identify undiscovered fraud schemes 
rather than depending on preset fraud labels. 

5) Neural Networks, Decision Trees, Support Vector 

Machines  
Several ML approaches, including neural networks, 

decision trees, and SVM, are frequently employed to detect 
fraud and are particularly useful because of their flexibility and 
ability to learn nonlinear relationships in the data that are used 
to model financial data. 

Fraud Detection using Neural Networks, especially DNN, 
has become increasingly popular for learning hierarchical 
feature representations from raw data. Neural Networks have 
DL architecture, which means that they don't require manually 
created feature engineering since they can automatically 
extract valuable features from incoming data. Fraud detection 
is one such example where fraud patterns are intricate and hard 
to identify by conventional means, and this is particularly 
valuable. 

The DT which are a more interpretable way to detect fraud. 
These models take input data and split it into decision nodes 
according to feature values, and eventually reaching a decision 
on whether a transaction is fraudulent or legitimate. For fraud 
detection, DT are often built using such algorithms as CART 
(Classification and Regression Trees) and C4.5. They have an 
advantage: clear rules for how to make decisions which can be 
important to understand why certain transactions get flagged.  

In fraud detection, SVM are another powerful tool, 
particularly for binary classification tasks like the 
differentiation between fraudulent and legitimate transactions 
[33]. Machine algorithms operate by determining the optimal 
hyperplane in the feature space that divides classes with the 
greatest distance (margin). SVM’s however, have the ability to 
paint on high-dimensional data and model nonlinear decision 
boundaries, especially with the kernel trick, which makes them 
highly effective in complex fraud detection environments. 

6) Deep Learning Approaches for Pattern Recognition 
There has been a major shift to DL techniques (which are a 

subset of ML that includes training multilayer neural networks) 
for fraud detection [34], particularly for detecting fraud in 
applications that handle substantial volumes of unstructured or 
semi-structured data. DL approaches are great at learning 
complex patterns and detecting anomalies for which traditional 
models may fail. In particular, if transaction sequences or 
temporal dependencies are important in fraud detection, CNN 
can be adapted for financial data analysis as they have proven 
to perform exceptionally well in image and sequence data [35]. 
RNNs, including LSTM networks, are very helpful for 
identifying patterns that point to fraudulent activity in time-
series data, such as transaction sequences. 

Integrated Risk Scoring and Decision System  

In the face of rising sophistication of financial fraud, 
financial institutions are increasingly resorting to integrated 
approaches to the evaluation of risk [36]. Modern systems, 
instead, try to combine the various risk indicators in one single 
framework, rather than considering separately credit and 
behavioral risks. Data analytics, ML and real-time monitoring 
are based upon to get a detailed and accurate view of a 
customer’s risk profile. It allows for swift and better-informed 
decision-making as well as better fraud detection capabilities. 

7) Unified Risk Assessment Frameworks 
The unified risk assessment framework is a combination of 

multiple risk domains (e.g., credit risk, fraud risk, compliance 
risk) in a single structure of evaluation. These frameworks 
allow institutions to evaluate a customer’s complete risk 
posture by, e.g., evaluating credit history, transaction 
Behavior, device fingerprints and geolocation data. Integrating 
siloed risk models can also improve consistency in risk 
evaluations among departments as well as reduce duplication 
of efforts. In addition, unified frameworks also support 
regulatory compliance by supporting traceable and explainable 
decision-making processes. 

8) Multimodal Data Fusion 
It is well recognized that semi-structured (like clickstream 

logs), unstructured (like social media, text from customer 
interactions), and structured (like credit scores, income data) 
data may all be integrated.  Multimodal data fusion that 
increases the precision of risk rating. It helps financial systems 
have a more complete customer profile and to detect anomalies 
that might not be detectable with single-source data. 
Processing and fusing these heterogeneous data sources often 
require techniques such as feature engineering, DL and 
ensemble methods, which improve on predictive power and 
early risk detection. 

9) Real-Time Scoring and Adaptive Mitigation 
Real-time scoring systems continuously monitor 

transactions and customer behavior to give dynamic risk 
evaluations. Institutions can take proactive actions on these 
systems such as flagging suspicious activity or adjusting credit 
limits based upon evolving risk patterns due to the fact that 
these systems can handle massive amounts of data in real time. 
AI and ML–driven adaptive mitigation techniques 
automatically adapt thresholds and response strategies as the 
severity and context of the risk change. Therefore, it facilitates 
prompt action and narrows the window of opportunity for 
scammers. 

LITERATURE REVIEW 

The existing research in AI and ML in financial fraud 
detection has been largely focused on improving the risk score 
accuracy. DL models have been integrated to more effective 
capture complex fraud patterns and adaptive frameworks for 
real-time mitigation of risk, and predictive fraud prevention 
has been developed: 

Roshini et al. (2025) This analysis focuses on dealing with 
this critical issue by establishing a model developed on ML 
that can identify fraudulent transactions effectively. Developed 
model leverages earlier credit card transactions to identify 
patterns indicative of fraud. By employing several kinds of ML 
algorithms, comprising KNN, LR, RF, DT, and XGB 
Classifier, the project evaluates the performance of each 
approach in accurately differentiating between transactions 



that are fraudulent and those that are not. These models work 
well for preventing credit card scams as they can manage 
unbalanced data, identify irregularities, and adjust to intricate 
fraud patterns [37]. 

Hemanth et al. (2025) this study presents the real-world 
credit card transactions with a great class imbalance (i.e. the 
number of frauds is far lower than that for normal activities) 
are used as a training data set. This is handled by steps like data 
preprocessing, normalization, encoding and sampling 
techniques intended to make the model robust: (i. e., more 
accurate). EDA, Since we can conduct our EDA on this dataset 
to see the overall pattern, which will be valuable in identifying 
what features are most important for fraudulent behavior [38]. 

Kesharwani and Shukla (2024) To get over these 
challenges, present a state-of-the-art fraud detection method 
that makes use of Graph Neural Networks (GNN). Our model 
synergistically combines the strengths of graph-based learning 
with deep neural networks to effectively capture the complex 
relationships and patterns inherent in financial transactions. By 
utilizing a multi-layered approach, our GNN model not only 
identifies anomalous patterns indicative of fraud but also 
adapts to evolving fraudulent tactics. A key feature of our 
model is the integration of node and edge features, which 
enhances the representation of transaction networks [39]. 

Marripudugala (2024) explores various fraud types, such as 
payment fraud and account takeover fraud, demonstrating the 
importance of the estimated $343 billion in online payment 
theft by 2027.  We go over fraud detection techniques, 
including ML, behavioral analytics, anomaly detection, and 
data analytics.  We tested three ML models: MLP, DT, and LR, 
using a synthetic dataset of mobile money transactions.  The 
DT demonstrated balanced performance with superior 

precision and recall, but LR had trouble with unbalanced data.  
Despite its accuracy, the MLP's recall was poor, and it failed 
to detect important fraud incidents.  These results highlight the 
necessity of optimizing models for efficient fraud detection 
[40]. 

Abbas et al. (2024) This study's main goals are to gather 
the corpus of existing research, identify knowledge gaps, and 
suggest future lines of inquiry. Using the systematic literature 
review (SLR) approach, the study carefully reviews relevant 
primary literature to determine which algorithms for ML work 
best for fraud detection. The evaluation cautiously selects 
research from numerous databases, highlighting ML promise 
and ability to detect fraud in financial statements. Results 
indicate that by identifying complicated patterns and 
irregularities that traditional approaches can overlook, 
advanced ML techniques, particularly DL methods and 
ensemble learning models, significantly increase the accuracy 
of fraudulent activity identification [41]. 

Jesus et al. (2023) The purpose of this study is to determine 
the benefits of financial institutions using OSINT and how the 
present Open Finance and LGPD processes may help classify 
client scores in the best possible way in order to reduce risks 
and fraud and improve decision-making efficiency.  A macro 
model was suggested as a first outcome of the agreed blueprint 
to assist financial institutions in validating their own models.  
The chosen example generates €100,000.00 (one hundred 
thousand euros) in volume per day on average [42]. 

The comparative analysis of the background study based 
on its author(s), Objectives, methods, key findings, 
contributions, limitations, and future work is provided in Table 
I. 

TABLE I.  SUMMARY OF LITERATURE REVIEW BASED ON CREDIT AND TRANSACTION RISK IN FINANCIAL FRAUDS 

Author(s) Objectives Methods Key Findings Contributions Limitations Future Work 

Roshini et al. 
(2025) 

Develop ML-
based model to 

detect fraudulent 

credit card 
transactions 

XGB Classifier, 
Random Forest, 

KNN, Logistic 

Regression, and 
Decision Trees 

ML models effectively 
identify fraud, handle 

imbalanced data, and 

detect complex fraud 
patterns 

Demonstrated 
comparative 

performance of 

multiple ML 
algorithms 

Limited to earlier 
transaction data; 

may lack real-

time adaptability 

Expand model for 
real-time detection 

and additional 

datasets 

Hemanth et al. 

(2025) 

Improve fraud 

detection 

accuracy on 
highly 

imbalanced 

datasets 

Data preprocessing, 

normalization, 

encoding, sampling, 
Exploratory Data 

Analysis (EDA) 

EDA identifies 

important fraud 

indicators; 
preprocessing 

improves robustness 

and accuracy 

Strong 

preprocessing 

pipeline and 
insight into feature 

importance 

Focused on 

imbalanced data; 

model 
comparison not 

emphasized 

Test additional 

models and 

automation of 
feature selection 

Kesharwani & 

Shukla (2024) 

Detect fraud 

using graph-

based deep 
learning 

Graph Neural 

Networks (GNN) 

with node and edge 
feature integration 

GNN effectively 

captures complex 

relationships in 
transaction data; adapts 

to new fraud tactics 

Introduces GNN-

based hybrid 

model for fraud 
detection 

Computational 

complexity and 

lack of 
interpretability 

Optimize 

performance and 

explore real-world 
deployment 

Marripudugala 
(2024) 

Compare 
methods for 

detecting fraud in 

mobile money 
transfers 

Multi-layer 
perceptron’s 

(MLPs), logistic 

regression, and 
decision trees on 

synthetic data 

Decision Tree showed 
best balance; Logistic 

Regression poor with 

imbalance; MLP 
precise but low recall 

Highlights 
challenges of 

imbalanced data 

and model tuning 

Synthetic dataset 
limits 

generalizability 

Apply to real 
datasets and 

optimize precision-

recall balance 

Abbas et al. 

(2024) 

Conduct SLR to 

identify best ML 
algorithms for 

fraud detection 

Systematic 

Literature Review 
(SLR) of primary 

studies from major 

databases 

Deep learning and 

ensemble models 
significantly 

outperform traditional 

techniques 

Provides synthesis 

of current ML 
practices in 

financial fraud 

detection 

Does not present 

new model; 
focused on 

review 

Identify 

underexplored 
algorithms and 

benchmark new 

hybrid models 

Jesus et al. 

(2023) 

Explore use of 

OSINT and Open 

Finance 
mechanisms to 

mitigate fraud 

Macro-model 

design; Open-

Source Intelligence 
(OSINT); Open 

Finance data and 

LGPD framework 

Proposed model helps 

institutions validate 

customer risk and fraud 
scores 

Incorporates 

regulatory 

frameworks with 
OSINT for 

decision support 

Limited details 

on model 

validation; case-
specific 

Broaden to multiple 

financial contexts 

and evaluate 
scalability 



CONCLUSION AND FUTURE SCOPE 

 As per the data transactions are made online, credit card 
fraud continues to be a growing problem. The global financial 
ecosystem is still at risk from financial fraud, which 
necessitates sophisticated and flexible detection and mitigation 
techniques. The importance of AI and ML in improving credit 
and transaction risk assessment has been emphasized in this 
study, allowing for the quicker and more precise detection of 
fraudulent activity. By offering a thorough understanding of 
risk and facilitating proactive decision-making, the integration 
of various data sources and real-time risk scoring systems 
enhances efforts to avoid fraud. In order to meet regulatory 
requirements, future research should concentrate on making 
complex models easier to understand, investigating more 
advanced multimodal data fusion techniques, and creating 
resilient adaptive systems that can react to new fraud trends in 
ever-changing financial environments. Additionally, 
leveraging advancements in explainable AI and privacy-
preserving machine learning could pave the way for more 
transparent, secure, and effective fraud detection solutions. 
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