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ABSTRACT 

The association rule of data mining is an elementary topic in mining of data. Association rule mining 

discovery frequent patterns, associations, correlations, or fundamental structures along with sets of items 

or objects in transaction databases, relational databases, and other information repositories. The amount 

of data increasing significantly as the data generated by day-to-day activities. In data mining, Association 

rule mining becomes one of the important tasks of descriptive technique which can be defined as 

discovering meaningful patterns from large collection of data. Mining frequent itemset is very 

fundamental part of association rule mining. As in retailer industry many transactional databases contain 

same set of transactions many times,  to  apply this  thought,  in  this  thesis  present  an improved Apriori 

algorithm  that guarantee the better performance than classical Apriori algorithm. Compare existing 

system and proposed system on the basis of execution time and memory. Found that proposed system 

taking less time and memory compare to existing system. 
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INTRODUCTION 

Data mining is the main part of KDD. Data 

mining normally involves four classes of task; 

classification, clustering, regression, and 

association rule learning. Data mining refers to 

discover knowledge in enormous amounts of data. 

It is a precise discipline that is concerned with 

analyzing observational data sets   with   the 

objective of finding unsuspected relationships and 

produces a review of the data in novel ways that 

the owner can understand and use. 

The incidence of data quality issues arises from 

the nature of the information supply chain [1], 

consumer of a data product may be several 

supply-chain steps removed from the people or 

groups who gathered the original datasets on 

which the data product is based. These consumers 

use data products to make decisions, often with 

financial and time budgeting implications. The 

separation of the statistics buyer from the data 

producer creates a situation where the consumer 

has little or no idea about the level of quality of 

the data [2], leading to the potential for poor 

decision-making and poorly allocated time and 

financial resources.  

 

 

 
Figure 1: Process of Knowledge Discovery  

 

Hadoop is an open source framework from 

Apache and is used to store process and analyze 

data, which are very huge in volume. Hadoop runs 

applications using the MapReduce algorithm, 

where the data is processed in parallel with others. 

In short, Hadoop is used to develop applications 

that could perform complete statistical analysis on 

huge amounts of data. 

Hadoop Architecture At its core, Hadoop has two 

major layers namely: 
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 Processing/Computation layer 

(MapReduce),  

 Storage layer (Hadoop Distributed File 

System) 

 

    
Figure2: Hadoop Architechure 

 

EXISTING WORK 

Apriori employs an iterative approach known as a 

level-wise search [5], where k-itemsets are used to 

explore (k+1)-itemsets. First, the set of frequent 1-

itemsets is found. This set is denoted L1.L1is used 

to find L2, the set of frequent 2-itemsets, which is 

used to find L3, and so on, until no more frequent 

k-itemsets can be found. The finding of each Lk 

requires one full scan of the database. In order to 

find all the frequent itemsets, the algorithm 

adopted the recursive method. The main idea is as 

follows [6]: 

Apriori Algorithm (Itemset [])  

{ 

 

L1 = {large 1-itemsets}; 

for (k=2; Lk-1≠Φ; k++) do 

{ 

Ck=Apriori-gen (Lk-1);  

               { 

                   Ct=subset (Ck, t); 

                   // get the subsets of t that are 

candidates 

for each candidates c∈ Ct do 

c.count++; 

               } 

Lk={c∈Ck |c.count≥minsup} 

              } 

                  Return=∪kLk; 

} 

 

 
Figure 3: Flowchart of Existing System 

 

PROPOSED SYSTEM 

It is necessary to research on Apriori algorithm 

utilizing MAP-REDUCE (HADOOP) approach. 

The improved Apriori algorithm is generally used 

MAP-REDUCE (HADOOP) approach. 

This new proposed method use the large amount 

of item set and reduce the number of data base 

scan. This approach takes less time than Apriori 

algorithm. The MAP-REDUCE (HADOOP) 

Apriori algorithm which reduce unnecessary data 

base scan. 

 

Pseudo Code of Proposed Method  

 

Proposed Apriori Algorithm  

{ 

 Input: database (D), minimum support (min_sup). 

Output: frequent item sets in D. 

                 L1= frequent item set (D) 

                 j=k; /* k is the maximum number of 

element in a transaction from the database*/ 

                     for k= maxlength to 1 { 

                     for i=k to 2{ 

                    for each transaction Ti of order i 

{ 

                     if (Ti has repeated) 
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                    { 

                       Ti.count++;  

                     } 

                      m=0; 

                      while (i<j-m) 

                    { 

                     if (Ti is a subset of each transaction 

Tj-m of order j-m) 

                    { 

                     Ti.count++; m++; } 

                     } 

 

                    If (Ti.count >=min_sup) 

                    { 

                  Rule Ti generated 

                 } 

                 } 

} 

 

Steps in Map Reduce 

 Map takes a data in the form of pairs and 

returns a list of <key, value> pairs. The 

keys will not be unique in this case. 

 Using the output of Map, sort and shuffle 

are applied by the Hadoop architecture. 

This sort and shuffle acts on these list of 

<key, value> pairs and sends out unique 

keys and a list of values associated with 

this unique key <key, list(values)>. 

 Output of sort and shuffle will be sent to 

reducer phase. Reducer will perform a 

defined function on list of values for 

unique keys and Final output will<key, 

value> will be stored/displayed. 

 

RESULT ANALYSIS 

For the estimation purpose we have conducted 

several experiments using the existing dataset. 

Those experiments performed on computer with 

Intel i7 2.00GHZ CPU, 8.00 GB memory and 

hard disk 500GB. This algorithm was developed 

by java language using Net Beans IDE 8.3.1 and 

for the unit of measuring the time and no of 

iteration. 

As a result of the experimental study, revealed the 

performance of our improved Apriori with the 

Classical Apriori algorithm. The run time is the 

time to mine the frequent itemsets.  

 
Table 1 Execution time with respect to number of transaction 

S.No 
No. of 

Transaction 

Time in Milli Second 

Existing System Proposed System 

1 15 0.6 0.42 

2 30 0.53 0.5 

3 35 0.55 0.49 

4 40 0.65 0.43 

5 45 0.6 0.47 

 

 
Figure 4:  Execution time with respect to number of 

transaction 

 

 
Figure 5: Depicting Relationship of support counts with time 

consumption 

 

Table 2 Memory Comparison respect to number of transaction 

S.No. No. of Transaction 
Memory in KB 

Existing System Proposed System 

1 15 0.62 0.45 

2 30 0.65 0.47 

3 35 0.55 0.43 

4 40 0.63 0.42 

5 45 0.78 0.6 

 

CONCLUSION 

In this paper, we measured the following factors 

for creating our new idea, which are the time and 

the no of iteration, these factors, are affected by 

the approach for finding the frequent itemsets. 

Work has been done to develop an algorithm 

which is an improvement over Apriori with using 

an approach of improved Apriori algorithm for a 

transactional database. According to our 

clarification, the performances of the algorithms 

are strongly  depends on the support levels and the 

features of the datasets(the nature and the size of 

15 30 35 40 45
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Proposed System 0.45 0.47 0.43 0.42 0.6
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the datasets).There for we employed it in our 

scheme to guarantee the time saving and reduce 

the no of iteration Thus this algorithm produces 

frequent itemsets completely. Thus it saves much 

time and considered as an efficient method as 

proved from the results.  
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